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Abstract

Properties of finite fields are discussed and, in particular, the relationship between the classical
and more general settings of number theory is explored.
1 Classical Setting

The classical number theory setting based on the integers has the following relationship between
units, integer, rationals, and reals:

where as usual, Z, Q, R represent the set of integers, rational numbers, and real numbers.

Q can be viewed as a field of fractions with the following construction:

{(p,a):p€Z,qeZ—-{0}}
modulo an equivalence relation (p, q) = (r, s) if ps = gr.

R can be viewed as a field of “power series” over a base b with following construction:

k
Choose b € Zt — {0} — U as base. Any element a € Z can be uniquely written as Zcibi
i=0
where 0 < ¢; < b, ¢, # 0 if a # 0. If we divide a by b, we get a = gb+r, 0 < r < b. We want
k—1
co=rand qg= Z ciHbi. General element in R is Z ;b
i=0 i<k

Example 1.1. b=5,a = % We can use long division to get the ¢; as shown in Figure 1.
R can be written as
R = {(k, (ck, ck—1,Ck—2,-..)) : k> 0,0 < ¢; < b}.
It has the following properties:

1. Q C R. In particular,
(ka (Cka Ck—1,Ck—2, - - )) €Q
when cg, cx_1, Ck_2, - . . is ultimately periodic with some period. Also, when such a sequence

satisfies a linear recurrence relation, then it is a element of Q. The following example illus-
trates property 1.
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Figure 1: Long division for Example 1.1

Example 1.2. b = 5, a = % From the previous example, we can see that the following
recurrence relations holds:

c_j=cC_j40 for i >3,
or, alternatively,
ci=4—c_ ;41 for i > 2.
2. An alternative representation for R is by continued fraction:
1

lag, a1, a2, ...| = ap + a+ 1
as+...

In this representation, if a € Q, then it has a finite continued fraction. If the continued
fraction is periodic, then a corresponds to an algebraic number; otherwise, it corresponds to
a transcendental number.

Algorithm analysis in the classical settings depends on the complexity of the basic operations,

+,—, X, =+, in Z.

2 A More General Setting
Given any field k, we can derive a similar structure of relationships as in the classical setting.
k C K[X] € K(X) € k((1/X))

where, we will see in the following, k[X] is the polynomial ring defined on k, k(X) is the rational
function field, and k((1/X)) is a field of “power series” over a base.
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2.1 Euclidean Domain R
The following is a definition taken from [1]. Given any general ring R, there is a function ¢
¢p:R—Z
satisfying
L. ¢(z) > 0;
2. ¢(z) =0 if and only if z = 0;
3. ¢(xy) = ¢(z)$(y); and,

4. if z,y € R and y # 0, then there exist unique ¢,r such that z = gy + r with r satisfying
0<o(r) < ¢(y).
From condition 2, we know for a unit element e, ¢(e) = 1.

Example 2.1. Consider first the case where R is Z. Then we can take ¢(n) = |n|. If R is k[X]
for some field k, then ¢ can be defined by

_ 0 it f=0,
o(f) = { 2degf  otherwise.

Now for any field k, we can define all the entities in
k C k[X] C k(X) CE((1/X)).
e k[X] is the polynomial ring defined on k.

e k(X) is the rational function field with following construction: The rational functions, p/q,
are the set {(p, q)|p € k[X], q € k[X] —{0}} modulo the equivalence relation (p, ¢) = (r, s) if
ps = gr. For example,

X3 +3X +2
11 18
— X7+ 35X54+2

if we take k as Q or some other suitable field.

€ k(X)

e k((1/X)) is the field of “power series” over a base b with the following construction:
Choose b € k[X] with ¢(b) = 2 as the base (i.e., think of b = X). Given f € k[X] write
k

f= Z c;b" uniquely where 0 < ¢(c;) < 2 = ¢(b), ¢ # 0 if a # 0. If we divide a by b, we get

i=0
k—1
a=¢qgb+r, 0<r<b We want ¢y =r and q:ZcHlb’.
i=0

A general element of k((1/X)) has the form

ZCZXZ

i<k
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Example 2.2. Let b = X, k = R. By virtue of the long division method, we can see the following.

X2+1 2 2 2
- X4+14+—4 = 4+ = 4 ...and
~ 1 tlt s+t gt and,
X34+ X+1 2 3 3
= T = X414+ =
T % tlts+mtgat

It is interesting to notice that the integral part of an element in k((1/X)) is the portion associ-
ated with non-negative powers of the series expansion. In the previous example, this is just X + 1.
Also, note that the rationals in k£((1/X)) are just the elements of k(X).

3 Euclidean Algorithm in the General Setting

In this section, we investigate the algorithms obtained for the classical setting as applied to the
more general setting.

Definition 3.1. Fix the field k. Let u,v € k[X]. Define the greatest common divisor of u and v
by:

ifu=v=0,

if v =0,u # 0,and v’ has a certain property,

if u =0,v # 0,and v’ has a certain property,

0

/

U

ged(uv) = {
h otherwise.

where h € k[X] is the unique monic polynomial such that & | u, h | v, and for every d that divides
both v and v, d | h. The certain property referred to for both «' and v’ is that they must be the
unique monic polynomial of degree equal to degu that divides u.

Theorem 3.2. (Theorem 6.2.2, Unique division in k[X].) Let u and v be polynomials in k[X],
with v # 0. Then there exist unique polynomials q and r such that

U=qu-—+r
where degr < degv. By convention, we take deg (0 = —oo.

Given the theorem above and the Euclidean domain, we can run the (extended) Euclidean
algorithm on u,v to get a,b € k[X] such that au + bv = ged(u,v). The algorithm is the same,

though the time complexity might be different as it is relative to the complexity of the operations
in the field.

Example 3.3. Let k = Fg, and consider the following u and v in k[Y]:

u=u = (X?+X)Y34+XY+1
= X'W34+ XY +1
u=v = (X+DY?+(X?2+X+1)
X3y? 4 X°
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using the table for g that was constructed in the previous class. Using long division, we get

Up = agul + us WithdUZXKu2:X5Y+1;
w = aqus + us with a; = X°Y + 1,ug = X4;
asuz + uy with ag :XY+X3,U4 =0.

U2

From the last equation, we get d = ged(u, v) = ug = X4 and thus n = 3. Hence,

a = (-1)"Qi(a1)
—ay
—(X5Y 4+ 1)

X5Y +1,

and

b = (—1)”+1Q2(a0,a1)
apa + 1

XY(X°Y +1)+1
X%Y? £ XY +1.

We can see that au + bv = X*. However, to match the theorem, we would like to make the
expression monic. So we multiply by X3 which yields

d = X3a
= XY + X3, and
Vo= X3

X?%y? 4 X%y + X3,

Finally, we can verify that everything is still correct by checking to see that a’u + b'v = 1.
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