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Mark Weiserwas the chief technology officer at Xerox’s Palo Alto Research Cen-
ter (Parc). He is often referred to as the father of ubiquitous computing. He coined the
term in 1988 to describe a future in which invisible computers, embedded in everyday
objects, replace PCs. Other research interests included garbage collection, operating sys-
tems, and user interface design. He received his MA and PhD in computer and com-
munication science at the University of Michigan, Ann Arbor. After completing his PhD,
he joined the computer science department at the University of Maryland, College Park,
where he taught for 12 years. He wrote or cowrote over 75 technical publications on such
subjects as the psychology of programming, program slicing, operating systems, pro-
gramming environments, garbage collection, and technological ethics. He was a mem-
ber of the ACM, IEEE Computer Society, and American Association for the Advance-
ment of Science. Weiser passed away in 1999. Visit www.parc.xerox.com/csl/
members/weiser or contact communications@parc.xerox.com for more information
about him.
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The Semantic Web
A new form of Web content that is meaningful to computers will unleash a revolution of new 

possibilities

by TIM BERNERS-LEE, JAMES HENDLER and ORA LASSILA 

...........
SUBTOPICS: 
Expressing Meaning 

Knowledge 
Representation 

Ontologies 

Agents 

Evolution of 
Knowledge 

SIDEBARS: 
Overview / Semantic 
Web 

Glossary 

What is the Killer 
App? 

The entertainment system was belting out the Beatles' "We 
Can Work It Out" when the phone rang. When Pete 
answered, his phone turned the sound down by sending a 
message to all the other local devices that had a volume 
control. His sister, Lucy, was on the line from the doctor's 
office: "Mom needs to see a specialist and then has to have 
a series of physical therapy sessions. Biweekly or something. I'm going to 
have my agent set up the appointments." Pete immediately agreed to share 
the chauffeuring. 

At the doctor's office, Lucy instructed her 
Semantic Web agent through her handheld 
Web browser. The agent promptly 
retrieved information about Mom's 
prescribed treatment from the doctor's 
agent, looked up several lists of 
providers, and checked for the ones in-
plan for Mom's insurance within a 20-
mile radius of her home and with a 
rating of excellent or very good on 

trusted rating services. It then began trying to find a match between 
available appointment times (supplied by the agents of individual 
providers through their Web sites) and Pete's and Lucy's busy schedules. 

http://www.scientificamerican.com/2001/0501issue/0501berners-lee .html (1  of 12) [18 .04 .2002 21:56:54]
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Abstract

User errors cause or contribute to most computer
security failures, yet user interfaces for security still
tend to be clumsy, confusing, or near-nonexistent. Is
this simply due to a failure to apply standard user
interface design techniques to security?  We argue that,
on the contrary, effective security requires a different
usability standard, and that it will not be achieved
through the user interface design techniques appropriate
to other types of consumer software.

To test this hypothesis, we performed a case study
of a security program which does have a good user
interface by general standards:  PGP 5.0.  Our case
study used a cognitive walkthrough analysis together
with a laboratory user test to evaluate whether PGP 5.0
can be successfully used by cryptography novices to
achieve effective electronic mail security.  The analysis
found a number of user interface design flaws that may
contribute to security failures, and the user test
demonstrated that when our test participants were given
90 minutes in which to sign and encrypt a message
using PGP 5.0, the majority of them were unable to do
so successfully.

We conclude that PGP 5.0 is not usable enough to
provide effective security for most computer users,
despite its attractive graphical user interface, supporting
our hypothesis that user interface design for effective
security remains an open problem.  We close with a
brief description of our continuing work on the
development and application of user interface design
principles and techniques for security.

1 Introduction

Security mechanisms are only effective when used
correctly.  Strong cryptography, provably correct
protocols, and bug-free code will not provide security if
the people who use the software forget to click on the
encrypt button when they need privacy, give up on a
communication protocol because they are too confused
about which cryptographic keys they need to use, or
accidentally configure their access control mechanisms
to make their private data world-readable.  Problems
such as these are already quite serious:  at least one
researcher [2] has claimed that configuration errors are
the probable cause of more than 90% of all computer
security failures.  Since average citizens are now
increasingly encouraged  to make use of networked
computers for private transactions, the need to make
security manageable for even untrained users has
become critical [4, 9].

This is inescapably a user interface design
problem.  Legal remedies, increased automation, and
user training provide only limited solutions.  Individual
users may not have the resources to pursue an attacker
legally, and may not even realize that an attack took
place.  Automation may work for securing a
communications channel, but not for setting access
control policy when a user  wants to share some files
and not others.  Employees can be required to attend
training sessions, but home computer users cannot.

Why, then, is there such a lack of good user
interface design for security?  Are existing general user
interface design principles adequate for security?  To
answer these questions, we must first understand what
kind of usability security requires in order to be
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End-User Privacy in Human–Computer
Interaction
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Abstract

The purpose of this article is twofold. First, we summarize research on
the topic of privacy in Human–Computer Interaction (HCI), outlining
current approaches, results, and trends. Practitioners and researchers
can draw upon this review when working on topics related to privacy in
the context of HCI and CSCW. The second purpose is that of charting
future research trends and of pointing out areas of research that are
timely but lagging. This work is based on a comprehensive analysis of
published academic and industrial literature spanning three decades,
and on the experience of both ourselves and of many of our colleagues.
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ABSTRACT 
Today organizations do not have good ways of linking their 
written privacy policies with the implementation of those policies. 
To assist organizations in addressing this issue, our human-
centered research has focused on understanding organizational 
privacy management needs, and, based on those needs, creating a 
usable and effective policy workbench called SPARCLE.  
SPARCLE will enable organizational users to enter policies in 
natural language, parse the policies to identify policy elements 
and then generate a machine readable (XML) version of the 
policy. In the future, SPARCLE will then enable mapping of 
policies to the organization’s configuration and provide audit and 
compliance tools to ensure that the policy implementation 
operates as intended.    In this paper, we present the strategies 
employed in the design and implementation of the natural 
language parsing capabilities that are part of the functional 
version of the SPARCLE authoring utility.  We have created a set 
of grammars which execute on a shallow parser that are designed 
to identify the rule elements in privacy policy rules.  We present 
empirical usability evaluation data from target organizational 
users of the SPARCLE system and highlight the parsing accuracy 
of the system with the organizations’ privacy policies. The 
successful implementation of the parsing capabilities is an 
important step towards our goal of providing a usable and 
effective method for organizations to link the natural language 
version of privacy policies to their implementation, and 
subsequent verification through compliance auditing of the 
enforcement logs.  

Categories and Subject Descriptors 
H5.2. Information interfaces and presentation: User Interfaces. 
K4.1. Public policy issues: Privacy 

General Terms 

Management, Design, Security, Human Factors 

Keywords 
Policy, privacy, security, usability, social and legal issues, design.  

1. INTRODUCTION 
Today organizations are under increasing pressure to ensure that 
the personal information from their customers, patients, citizens 
and employees that the organization collects, uses, and stores is 
protected from both internal and external threats.  Both new 
legislation and social pressures caused by the ever growing 
number of reports of phishing attacks, identity theft, and other 
online crime are increasing the pressure on organizations to 
protect personal information against these threats.  Organizations 
that expose data bear the additional expenses associated with 
notifying individuals whose data may have been exposed and 
helping these individuals to limit their risks using techniques 
ranging from changing account numbers and reissuing credentials 
to paying for them to enroll in credit watch services to protect 
against identity theft.  The organizations must face these expenses 
whether the exposure was accidental or the result of a malicious 
attack.  In order to protect against these threats, organizations 
must put in place well-understood and comprehensive sets of 
security and privacy policies, educate their staffs on these 
policies, enforce them, and then audit their enforcement to ensure 
compliance.  These processes are currently difficult for 
organizations to implement successfully. To further complicate 
the situation,   much of the existing security and privacy 
technology is designed for use by experts and is difficult for 
either end users or organizational users who are not security 
experts to use correctly. Further, using these mechanisms 
incorrectly can be worse than not using them at all. Whitten and 
Tygar highlighted this issue while studying the use of email 
encryption technology when they pointed out that “security 
mechanisms are only effective when used correctly” and these 
mechanisms are often not used correctly due to usability issues 
[23].  The Computing Research Association (CRA) Conference 
on Grand Research Challenges in Information Security and 
Assurance echoed this concern when they identified the ability to 
“give end-users security controls they can understand and privacy 
they can control for the dynamic, pervasive computing 
environments of the future” as a major research challenge [8].     

Permission to make copies of this work is granted under Creative 
Commons, Attribution-NonCommercial-NoDerivs 2.5 at 
http://creativecommons.org/licenses/by-nc--nd/2.5/. 
Symposium On Usable Privacy and Security (SOUPS) 2006, July 12-14, 
2006, Pittsburgh, PA, USA. 
Copyright IBM Corp. 2006.  All rights reserved. 
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Chapter 1 CHAPTER 1

Introduction to P3P

Internet users are becoming increasingly concerned about what personal informa-
tion they may reveal when they go online and where that information might end up.
It’s common to hear about companies that derive revenue from personal informa-
tion collected on their web sites. Information you provide to register for a site might
later be used for telemarketing or sold to another company. Seemingly anonymous
information about your web-surfing habits might be merged with your personal
information. Web sites use cookies to gather information about users, but disabling
cookies prevents you from doing online banking or shopping at some web sites.

Web sites might email you to say that their privacy policies are changing, but most of
us find it difficult and time-consuming to read and understand privacy policies or to
figure out how to request that the use of our personal information be restricted. Pri-
vacy concerns are making consumers nervous about going online, but current pri-
vacy policies for web sites tend to be so long and difficult to understand that
consumers rarely read them.*

The Platform for Privacy Preferences (P3P) project addresses this problem by provid-
ing both a standard, computer-readable format for privacy policies and a protocol
that enables web browsers to read and process privacy policies automatically. The
World Wide Web Consortium (W3C) developed P3P as a standard way for web sites
to communicate about their privacy policies. P3P enables machine-readable privacy
policies that can be retrieved automatically by web browsers and by other user agent
tools that can display symbols, prompt users, or take other appropriate actions.
Some of these tools can also compare each policy against the user’s privacy prefer-
ences and assist the user in deciding when to exchange data with web sites.

Unlike anonymity tools, which seek to prevent any transfer of personally identifying
information, the P3P project seeks to enable the development of tools for making

* Privacy Leadership Initiative, “Privacy Notices Research Final Results” (conducted by Harris Interactive,
December 2001), http://www.ftc.gov/bcp/workshops/glb/supporting/harris%20results.pdf.
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1.0 Introduction  
This paper describes the notion of end-to-end policy management and advances a framework 
which can be useful in understanding the commonality in information technology security and 
privacy policy management.  Policies which address security and privacy are pervasive parts of 
both technical and social systems.  In IT, there is a general notion of policy-based systems as 
those whose behavior is guided by rules of the general form “If condition then action.”  
Collections of rules are considered policies, and policies can be developed for various aspects of 
system behavior.  In social systems, organizations have policies covering proper conduct to 
protect the safety of people and effective use of resources.  Information technology systems have 
policies which govern who can access what resources aimed at protecting the integrity and 
confidentiality of the information and resources.  Individuals have policies guiding their behavior 
towards others formed with the intention of guiding how they live their lives.  These policies 
might be expressed in text (common in organizations), code (common for IT systems), or might 
be implicit (common for individuals).  Such policies might be seen as including high level 
guidance (e.g., “to insure a safe workplace”) and more specific operational rules (e.g., “don’t run 
with scissors”).   
 
We see several aspects common across a wide range of policy types in technical and social 
systems.  First, high level policies – generally expressed in human language – are refined into 
operational rules while attempting to keep the intent of the high level policy.  This process is 
difficult – often subject to differences in interpretation or context.  Second, the existence of 
multiple, possibly conflicting, policies must be accommodated.  This process is also difficult, as 
comparison across policies requires detailed understanding of the meaning of each policy rule 
and is rarely straightforward.  For human or technology systems there is a resulting gap – 
sometimes referred to as the gulf of execution1 – between human intentions and technology 
capabilities. We believe developing approaches to closing the gulf of execution would be 
valuable in many domains. For example, most organizations store sensitive business and 
personal data in heterogeneous server systems. They do not have a unified way of defining or 
implementing security and privacy policies regarding the storage and use of that data throughout 
their organization. Changing legal requirements, social pressures and technologies are making 
these issues increasingly critical to organizations and society at large.  
 

1

An Introduction to Description Logics
Daniele Nardi

Ronald J. Brachman

Abstract

This introduction presents the main motivations for the development of Description
Logics (DL) as a formalism for representing knowledge, as well as some important
basic notions underlying all systems that have been created in the DL tradition.
In addition, we provide the reader with an overview of the entire book and some
guidelines for reading it.

We first address the relationship between Description Logics and earlier seman-
tic network and frame systems, which represent the original heritage of the field.
We delve into some of the key problems encountered with the older efforts. Subse-
quently, we introduce the basic features of Description Logic languages and related
reasoning techniques.

Description Logic languages are then viewed as the core of knowledge represen-
tation systems, considering both the structure of a DL knowledge base and its
associated reasoning services. The development of some implemented knowledge
representation systems based on Description Logics and the first applications built
with such systems are then reviewed.

Finally, we address the relationship of Description Logics to other fields of Com-
puter Science. We also discuss some extensions of the basic representation language
machinery; these include features proposed for incorporation in the formalism that
originally arose in implemented systems, and features proposed to cope with the
needs of certain application domains.

1.1 Introduction

Research in the field of knowledge representation and reasoning is usually focused
on methods for providing high-level descriptions of the world that can be effectively
used to build intelligent applications. In this context, “intelligent” refers to the abil-
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ABSTRACT
Significant effort has been invested in developing expressive
and flexible access-control languages and systems. How-
ever, little has been done to evaluate these systems in prac-
tical situations with real users, and few attempts have been
made to discover and analyze the access-control policies that
users actually want to implement. We report on a user study
in which we derive the ideal access policies desired by a
group of users for physical security in an office environment.
We compare these ideal policies to the policies the users ac-
tually implemented with keys and with a smartphone-based
distributed access-control system. We develop a methodol-
ogy that allows us to show quantitatively that the smartphone
system allowed our users to implement their ideal policies
more accurately and securely than they could with keys, and
we describe where each system fell short.

Author Keywords
Access control, policy creation, smartphones, discretionary
access control, distributed access control.

ACM Classification Keywords
D.4.6 Security and protection, H.1.2 User/Machine systems,
H.5.2 User Interfaces, H.5.3 Group and Organization Inter-
faces, K.4.3 Organizational Impacts, K.6.5 Authentication

INTRODUCTION
Access-control systems are used to permit or deny use of
physical or electronic resources (e.g., office doors, file cab-
inets, or computer systems). Access-control systems can
support different kinds of security policies depending on the
characteristics of their design. For an access-control sys-
tem to be effective, the policies it supports must match those
that its users want or require. Thus, to thoroughly evaluate
an access-control system, it is necessary to have real-world
data about both users’ “ideal” policies and those they actu-
ally implement with the system.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
CHI 2008, April 5 - 10, 2008, Florence, Italy.
Copyright 2008 ACM 978-1-60558-011-1/08/04…$5.00.

Unfortunately, real-world policy data is hard to obtain. Even
when the logistical challenges of collecting data can be met,
people and organizations are reluctant to share sensitive data
about their security policies and practices. Thus, design-
ers have created a wide variety of access-control mecha-
nisms, policy languages, and systems, but often have lit-
tle understanding of which are really effective in practice.
Moreover, it is unclear whether some features of these lan-
guages and systems contribute to or undermine the effec-
tiveness and security of a system. This difficulty becomes
especially acute as new technology enables the development
of access-control systems that allow greater flexibility and
have more features than their legacy counterparts, but at the
cost of increased complexity and user involvement.

In this paper we describe the evaluation of one such sys-
tem, targeted at access control for physical space in an office
environment. Our evaluation focuses on the impact of the
following functionality on the effectiveness and security of
the system: the ability to delegate access between users; and
the ability to delegate access on demand, from any location
and at any time, up to and including the moment an access
is attempted.

Specifically, we studied over the course of 11 months the
deployment of Grey [4], a smartphone-based system used
by 29 users to control access to locked physical spaces in
an office environment. We have collected comprehensive
usage logs and approximately 30 hours of interview data on
users’ ideal policies and those implemented with physical
keys and with Grey. These three sets of policy data enable us
to evaluate Grey policies both in absolute terms and relative
to key policies, and we are able to determine which features
of Grey are actually useful and used in practice.

Our results show that Grey policies are significantly closer
to users’ ideal policies than are key policies. Also, despite
its potentially greater permissiveness, use of Grey resulted
in fewer accesses being allowed overall. In our data, Grey
policies never erroneously allowed access, and erroneously
denied access rarely. Key policies, under the most generous
assumptions about how securely keys are handled in prac-
tice, erroneously allowed access in a moderate number of
cases and erroneously denied access in three times as many
cases as Grey did. We find that Grey policies are closer to
ideal policies for multiple reasons. First, Grey policies can
be created and distributed at the moment they are needed,
while keys must be distributed in advance. Second, Grey

CHI 2008 Proceedings · Policy, Telemedicine, and Enterprise April 5-10, 2008 · Florence, Italy
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Abstract. The use of context is important in interactive applications. It is par-
ticularly important for applications where the user’s context is changing rap-
idly, such as in both handheld and ubiquitous computing. In order to better un-
derstand how we can use context and facilitate the building of context-aware
applications, we need to more fully understand what constitutes a context-
aware application and what context is. Towards this goal, we have surveyed
existing work in context-aware computing. In this paper, we provide an over-
view of the results of this survey and, in particular, definitions and categories of
context and context-aware. We conclude with recommendations for how this
better understanding of context inform a framework for the development of
context-aware applications.

1   Introduction

Humans are quite successful at conveying ideas to each other and reacting appropri-
ately. This is due to many factors: the richness of the language they share, the com-
mon understanding of how the world works, and an implicit understanding of every-
day situations. When humans talk with humans, they are able to use implicit situ-
ational information, or context, to increase the conversational bandwidth. Unfortu-
nately, this ability to convey ideas does not transfer well to humans interacting with
computers. In traditional interactive computing, users have an impoverished mecha-
nism for providing input to computers. Consequently, computers are not currently
enabled to take full advantage of the context of the human-computer dialogue. By
improving the computer’s access to context, we increase the richness of communica-
tion in human-computer interaction and make it possible to produce more useful
computational services.

In order to use context effectively, we must understand both what context is and
how it can be used. An understanding of context will enable application designers to
choose what context to use in their applications. An understanding of how context
can be used will help application designers determine what context-aware behaviors
to support in their applications.

in Software Architecture: System Design, Development, and Maintenance  (Proceedings of the 3rd Working IEEE/IFIP Conference on 
Software Architecture)  Bosch, Gentleman, Hofmeister, Kuusela (Eds), Kluwer Academic Publishers, pp. 29-43, August 2002. 
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Abstract: Ubiquitous computing poses a number of challenges for software architecture. 
One of the most important is the ability to design software systems that ac-
commodate dynamically-changing resources. Resource variability arises natu-
rally in a ubiquitous computing setting through user mobility (a user moves 
from one computing environment to another), and through the need to exploit 
time-varying resources in a given environment (such as wireless bandwidth). 
Traditional approaches to handling resource variability in applications attempt 
to address the problem by imposing uniformity on the environment. We argue 
that those approaches are inadequate, and describe an alternative architectural 
framework that is better matched to the needs of ubiquitous computing. A key 
feature of the architecture is that user tasks become first class entities.  User 
proxies, or Auras, use models of user tasks to set up, monitor and adapt com-
puting environments proactively. The architectural framework has been im-
plemented and is currently being used as a central component of Project Aura, 
a campus-wide ubiquitous computing effort. 

Key words: Ubiquitous computing, mobility, architectural framework, architectural style. 

1. INTRODUCTION 

Fuelled by Moore’s Law, technology is moving towards a world popu-
lated with increasing numbers of heterogeneous computing devices, services 
and information sources.  This emerging world of ubiquitous computing 
poses a number of significant challenges for software systems, and software 
architecture in particular. 

One of the most important challenges for architectural design is to sup-
port the relatively new quality attribute of user mobility. Ideally, a ubiqui-
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Abstract  A number of mobile applications have 
emerged that allow users to locate one another. 
However, people have expressed concerns about the 
privacy implications associated with this class of 
software, suggesting that broad adoption may only 
happen to the extent that these concerns are adequately 
addressed. In this article, we report on our work on 
PEOPLEFINDER, an application that enables cell phone 
and laptop users to selectively share their locations 
with others (e.g. friends, family, and colleagues). The 
objective of our work has been to better understand 
people’s attitudes and behaviors towards privacy as 
they interact with such an application, and to explore 
technologies that empower users to more effectively 
and efficiently specify their privacy preferences (or 
“policies”). These technologies include user interfaces 
for specifying rules and auditing disclosures, as well as 
machine learning techniques to refine user policies 
based on their feedback. We present evaluations of 
these technologies in the context of one laboratory 
study and three field studies. 
 

 
1.  Introduction 
 
Over the past few years, a number of mobile 
applications have emerged that allow users to locate 
one another. Some of these applications are driven by a 
desire from enterprises to increase the productivity of 
their employees. Others are geared towards supporting 
social networking scenarios, such as meeting up with 
friends, or safety-oriented scenarios, such as making 
sure that a loved one returned home safely. The 
growing number of cell phones sold with location 
tracking technologies such as GPS or Assisted GPS 
(“A-GPS”) along with the emergence of WiFi-based 
location tracking solutions could lead to mainstream 
adoption of some of these applications.  

In this article, we report on work conducted at 
Carnegie Mellon University in the context of 
PEOPLEFINDER, an application that enables cell phone 
and laptop users to selectively share their locations 
with others, such as friends, family, and colleagues 
(see Figure 1). This article extends a previous 
workshop paper in which we introduced 
PEOPLEFINDER [6], and provides a more thorough and 
detailed report of our user studies. 

Context-Aware User Authentication — Supporting
Proximity-Based Login in Pervasive Computing
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Abstract. This paper explores computer security in pervasive computing with
focus on user authentication. We present the concept of Proximity-Based User
Authentication, as a usability-wise ideal for UbiComp systems. We present a
context-aware user authentication protocol, which (1) uses a JavaCard for identi-
fication and cryptographic calculations, (2) uses a context-awareness system for
verifying the user’s location, and (3) implements a security fall-back strategy.
We analyze the security of this protocol and discuss the tradeoff between usabil-
ity and security. We also present our current implementation of the protocol and
discuss future work.

1 Introduction

The notion of ubiquitous and pervasive computing implies a shift in the use of comput-
ers. We are going from the personal computing paradigm, where each user is using a
personal computer, to the pervasive computing paradigm, where computers are avail-
able in huge numbers, embedded in everyday artifacts, like phones, furniture, cars, and
buildings. Hence, each user is using many personal computing devices, and at the same
time, the same publicly available device is used by many users. This shift from a ’one-
to-one’ to a ’many-to-many’ relationship between users and computers sets up some
new usability challenges for computer security, especially user authentication. Contem-
porary user authentication schemes involve typing in usernames and passwords. When
using a personal computer, typing in username and password is straightforward, but still
it poses substantial usability problems in some work environments, like hospitals [4,
23]. In the pervasive computing paradigm, these usability problems are increasing, be-
cause the user is using many computers. Imagine that a user would need to type in
username and password on all ’pervasively’ available computers before he could start
using them. Clearly, if the pattern of login and logout is not considered a usability prob-
lem today, it will most certainly become one in the years to come.

In this paper we describe our response to such usability problems of user authen-
tication in a pervasive computing environment. Our aim is to support what we have
termed proximity-based login (see also [11]), which allows users to be authenticated
on a device simply by approaching it physically. The idea of enabling users to access
a computer by simply walking up to it has a long history in ubiquitous computing re-
search. This idea of proximity-based login can be traced back to the pioneering work on
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As the use of ubiquitous multimedia communication increases so do the
privacy risks associated with widespread accessibility and utilisation of
data generated by such applications. Most invasions of privacy are not
intentional but due to designers inability to anticipate how this data
could be used, by whom, and how this might affect users. This paper
addresses the problem by providing a model of user perceptions of privacy
in multimedia environments. The model has been derived from an analysis
of empirical studies conducted by the authors and other researchers and
aids designers to determine which information users regard as private,
and in which context. It also identifies trade-offs that users are willing
to make rendering some privacy risks acceptable. To demonstrate how
this model can be used to assess the privacy implications of multimedia
communications in a specific context, an example of the models application
for a specific usage scenario is provided.

Keywords: privacy, multimedia communications, grounded theory, trust, user-
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Abstract

Many collaborative and communicative environments use
notions of “space” and spatial organisation to facilitate and
structure interaction. We argue that a focus on spatial models
is misplaced. Drawing on understandings from architecture
and urban design, as well as from our own research findings,
we highlight the critical distinction between “space” and
“place”. While designers use spatial models to support inter-
action, we show how it is actually a notion of “place” which
frames interactive behaviour. This leads us to re-evaluate
spatial systems, and discuss how “place”, rather than
“space”, can support CSCW design.

Keywords: space, place, media space, virtual reality,
MUDs, metaphor.

1 Introduction

We live in a three-dimensional world. The structure of the
space around us moulds and guides our actions and interac-
tions. With years of experience, we are all highly skilled at
structuring and interpreting space for our individual or inter-
active purposes. For instance:

• The objects we work with most often are generally
arranged closest to us. Computer keyboards, current
documents, common reference materials and favourite
pieces of music might immediately surround us in an
office, while other materials are kept further away (in fil-
ing cabinets, cupboards or libraries).

• Physical spaces are structured according to uses and
needs for interaction. An office door can be closed to
give independence from the space outside, or left open to
let us see passers-by. People’s offices are more likely to
be sited near to the offices of their colleagues.

Observing the way that space structures actions and interac-
tions—the “affordances” of space [Gaver, 1992]—many
designers have used spatial models and metaphors in collab-
orative systems. The desktop metaphor of single-user
systems has been extended to a metaphor of desks, offices,
hallways and cities. These systems all facilitate natural col-
laboration by exploiting our understandings of space—the
properties of the three-dimensional world in which we live
and interact every day.

In this paper, we will critically explore the use of space as a
basis for CSCW design. We will argue that the critical prop-

erty which designers are seeking, which we call appropriate
behavioural framing, is not rooted in the properties of space
at all. Instead, it is rooted in sets of mutually-held, and mutu-
ally available, cultural understandings about behaviour and
action. In contrast to “space”, we call this a sense of “place”.
Our principle is: “Space is the opportunity; place is the
understood reality”.

Place is a fundamental concept in architecture and urban
design, and we can learn from those disciplines how to think
about place in collaborative systems. Place derives from a
tension between connectedness and distinction, rather than
from three-dimensional structure, and we can see this at
work in a variety of collaborative systems.

We will begin, in the next section, by looking at the current
use of space in collaborative systems, and how it is exploited
to structure interaction. Next, we will introduce the related
notion of place, and compare their roles in existing systems
and consequences for future designs.

2 Space in Collaborative Systems

The use of spatial metaphors and spatial organisation has
become increasingly popular in a collaborative systems over
the past few years. We will describe some systems, and then
look at the properties they exhibit.

2.1 Spatially-based Systems 

Collaborative Virtual Reality. Most demonstrably, experi-
ments with collaborative virtual reality systems, such as
DIVE [Carlsson and Hagsand, 1993] and MASSIVE [Green-
halgh and Benford, 1995], use virtual spaces to manage
distributed multi-user interaction. Both of these systems use
a “spatial model of interaction” [Benford and Fahlen, 1993],
in which participants’ awareness of each other, and opportu-
nities for interaction, are managed through spatial extensions
of their presence, attention and influence called “aura”,
“focus” and “nimbus”. These mechanisms are designed as
computational equivalents of real-world patterns of aware-
ness and interaction in these virtual spaces. Related
mechanisms extend these interactional spaces for collabora-
tive work, such as collaborative information retrieval
[Sawyer and Mariani, 1995], using spatial metaphors to visu-
alise users in an information landscape.

MUDs. At the other end of the technology spectrum, the
explosion of interest in the Internet has been accompanied by
a huge increase in the popularity of MUDs and MOOs [Cur-

Re-Place-ing Space: The Roles of Place and Space in 

Collaborative Systems

Steve Harrison* and Paul Dourish†

*Xerox Palo Alto Research Center
†Rank Xerox Research Centre, Cambridge Lab (EuroPARC)

harrison@parc.xerox.com, dourish@europarc.xerox.com

Draft submission for CSCW’96—not for distribution. Last modified: 3/12/96

 
 

P LE AS E  S C R O LL D O W N  FO R  AR TIC LE

This article  was downloaded by: [V irginia  P olytechnic Institute  & S tate  U niversity]
O n: 28  O ctober 2009
Access deta ils: Access D eta ils: [subscription number 908825104]
P ublisher Taylor & Francis
Informa Ltd R egistered in E ngland and W ales R egistered N umber: 1072954 R egistered office: M ortimer H ouse,
37-41  M ortimer S treet, London W 1T 3JH , U K

H uman-C omputer Interaction
P ublication deta ils, including instructions for authors and subscription information:
http://www.informaworld.com/smpp/title~content= t775653648

S eeking a  Foundation for C ontext-Aware  C omputing
P aul D ourish a

a U niversity of C alifornia , Irvine .

O nline  P ublication D ate: 01  February 2001

To cite  this Article  D ourish, P aul(2001)'S eeking a  Foundation for C ontext-Aware  C omputing',H uman-C omputer Interaction,16:2 ,229  —
241

To link to this Article : D O I: 10 .1207/S 15327051H C I16234_07

U R L: http://dx.doi.org/10 .1207/S 15327051H C I16234_07

Full terms and conditions of use: http://www.informaworld.com/terms-and-conditions-of-access.pdf

This article may be used for research, teaching and private study purposes. Any substantial or
systematic reproduction, re-distribution, re-selling, loan or sub-licensing, systematic supply or
distribution in any form to anyone is expressly forbidden.

The publisher does not give any warranty express or implied or make any representation that the contents
will be complete or accurate or up to date. The accuracy of any instructions, formulae and drug doses
should be independently verified with primary sources. The publisher shall not be liable for any loss,
actions, claims, proceedings, demand or costs or damages whatsoever or howsoever caused arising directly
or indirectly in connection with or arising out of the use of this material.

Personal and Ubiquitous Computing (to appear) 1

What We Talk About When We Talk About Context
Paul Dourish

School of Information and Computer Science
University of California, Irvine
Irvine, CA 92697-3425 USA

jpd@ics.uci.edu
http://www.ics.uci.edu/~jpd

Abstract. The emergence of ubiquitous computing as a new design paradigm poses
significant challenges for HCI and interaction design. Traditionally, human-computer
interaction has taken place within a constrained and well-understood domain of
experience – single users sitting at desks and interacting with conventionally-designed
computers employing screens, keyboards and mice for interaction. New opportunities
have engendered considerable interest in “context-aware computing” – computational
systems that can sense and respond to aspects of the settings in which they are used.
However, considerable confusion surrounds the notion of “context” – what it means,
what it includes, and what role it plays in interactive systems. This paper suggests that the
representational stance implied by conventional interpretations of “context” misinterprets
the role of context in everyday human activity, and proposes an alternative model that
suggests different directions for design.

1 INTRODUCTION
One of the major research directions for HCI over the past few years has been exploring the novel
forms of interaction that can be achieved by integrating computer technology with the everyday
physical world in which we live and work. This line of research goes by a number of names –
ubiquitous computing (Weiser, 1991), context-aware computing (Dey et al., 2001), pervasive
computing (Ark and Selker, 1999), embodied interaction (Dourish, 2001), and more. Although
the nomenclature varies, the central ideas are largely the same. Extrapolating from current trends
in the development of low-cost and low-power devices, ubiquitous computing proposes a digital
future in which computation is embedded into the fabric of the world around us. In this world, our
primary experience of computation is not with a traditional desktop computer, but rather with a
range of computationally-enhanced devices – pieces of paper, pens, walls, books, hammers, etc.
The opportunity implied by this ubiquitous computing vision is to capitalize our familiarity, skill,
and experience in dealing with the everyday world around us. The world can become an interface
to computation, and computation can become an adjunct to everyday interaction.

There are many significant research issues that this vision encompasses, but two have come to
particular prominence in HCI. The first is mutual relationship between physical form and activity;
how we can design computationally-enhanced devices and how their form as much as their
interactive ability affects likely patterns of action and interaction. Researchers have looked
towards other design disciplines to better under-stand the relationship between form and function
and to explore the permeable boundary between physical and digital systems (e.g. Strong and
Gaver, 1996; Brave and Dahley, 1997). The second concern, which will be the focus of the
discussion here, is how computation can be made sensitive and responsive to the setting in which
it is harnessed and used. How can sensor technologies allow computational systems to be
sensitive to the settings in which they are used, so that, as we move from one physical or social
setting to another, our computational devices can be attuned to these variations?
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• “place” & “context” are not the issue, a 
new, Postmodernist philosophy of 
interaction is

• most work encountered so far in the 
course has been rooted in an opposing 
Modernist philosophy

• presents two interpreted challenges to 
the usable security community
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• “Space” is not “place”

• many systems use spatial metaphors

• features of space:

• relational orientation and reciprocity

• proximity and action

• partitioning

• presence and awareness
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“The implied rationale is that if we design collaborative systems around notions of space which 
mimic the spatial organisation of the real world, then we can support the emergent patterns of 

human behavior and interaction which our everyday actions in the physical world exhibit.”

Harrison, S. and Dourish, P. (1996). Re-Place-ing Space: The Roles of Place and Space in Collaborative Systems.  
In Proceedings of the 1996 ACM conference on Computer Supported Cooperative Work 67-76.
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• “space is the opportunity; place is the 
understood reality”

• place is socially-(re)constructed 

• adaption / appropriation (link)

• cultural phenomena (link)

• place is not designed in, but designed for
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“The identification of ‘placeness’ as a cultural phenomenon––or, at least, one rooted in human social 
action––results in a critical implication for the design of collaborative systems and technologies. It 
shifts our focus away from the technology of place, since that technology––doors, walls, and spatial 

distance––only gives rise to ‘placeness’ through the way in which it is given social meaning.”

Harrison, S. and Dourish, P. (1996). Re-Place-ing Space: The Roles of Place and Space in Collaborative Systems.  
In Proceedings of the 1996 ACM conference on Computer Supported Cooperative Work 67-76.
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• Artificial Intelligence

• apparent complexity of human behavior 
is a reflection of the complexity of the 
environment

• computers & brains are symbol systems

• planning can be modeled with 
computers
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Simon, H. A. (1996). The Sciences of the Artificial. MIT Press.

Thursday, November 5, 2009



• “plans” are not “situated actions”

• SI is (re)constructed in situ

• adaptation / appropriation

• plans are merely references
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plan : situated action as 
space : place as 

security mechanism : actual usage

Suchman, L. A. (2007). Human-machine reconfigurations: Plans and situated actions. Cambridge Univ Pr.
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• most systems focus on encoding context

• assumptions about context:

• it is a form a information

• it is delineable

• it is stable

• it can be separated from activity
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“The idea that context consists of a set of features of the environment surrounding generic 
activities, and that these features can be encoded and made available to a software system 

alongside an encoding of the activity itself, is a common assumption in many systems.”

“The kind of thing that can be modeled, using the four principles above, is not the kind of 
thing that context is”

Dourish, P. (2001). Seeking a foundation for context-aware computing.aHuman-Computer Interaction, 16(2), 229–241.
Dourish, P. (2001). Where the Action Is: The Foundations of Embodied Interaction. Mit Pr.
Dourish, P. (2004). What we talk about when we talk about context. Personal and ubiquitous computing, 8(1), 19–30.
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• context cannot be encoded

• alternative view of context:

• it is a relational property

• its scope is defined dynamically

• it is an occasioned property

• it arises from the activity
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“context is an emergent property” that is “continually negotiated and redefined.”  Furthermore, 
“people often find ways of using technology that are unexpected and unanticipated. ...Even 

when the general patterns of technology use do conform to expectations, the meaning of the 
technology for those who use it depends on how generic features are particularized, how 

conventions emerge, and so on.”

Dourish, P. (2001). Seeking a foundation for context-aware computing.aHuman-Computer Interaction, 16(2), 229–241.
Dourish, P. (2001). Where the Action Is: The Foundations of Embodied Interaction. Mit Pr.
Dourish, P. (2004). What we talk about when we talk about context. Personal and ubiquitous computing, 8(1), 19–30.
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• Modernism on the heels of the 
Enlightenment

• rationality

• objectivity

• positivism (abstract, quantitative, etc.)

(P
O

S
T

)M
O

D
E

R
N

IS
M

, 
P

H
E

N
O

M
.

Thursday, November 5, 2009



• Postmodernism reaction to modernism

• rejects notion of objective rationality

• phenomenology (subjective, 
qualitative, embedded)
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• philosophy of human experience

• Husserl, out of concern “crisis” 

• social action depends on agency and 
interpretation

• action precedes theory

• Heidegger ditched dualism

• Shutz added intersubjectivity
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Dourish, P. (2004). What we talk about when we talk about context. Personal and ubiquitous computing, 8(1), 19–30.
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Context

Modernism

Positivism

Postmodernism

Phenomenology

Artificial Intelligence

Plans & Situated Actions
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P o s t m o d e r n i s t

human/social 
complexity

social construction / 
meaning-making

enabling people

contextualized inquiry 
precedes theory

situationally / human 
determined behavior

M o d e r n i s t

environmental 
complexity

model construction, 
meaning-embedding

enabling machines

a priori reasoning 
precedes theory

pre- / machine 
determined behavior

R e f s .

Harrison&Dourish 
(1996), p2; Simon 
(1969), p52, 53

Suchman (1987), p177; 
DourishA p239, 240

Suchman (1987), p43

Suchman (1987), p70, 
177, 179; Dourish 
(2001), p235, 237; 

Suchman (1987), p70, 
72, Harrison&Dourish 

(1996) p4; Simon 
(1969), p21, 23

Dourish, P. (2001). Seeking a foundation for context-aware computing. Human-Computer Interaction, 16(2), 229–241.
Harrison, S. and Dourish, P. (1996). Re-Place-ing Space: The Roles of Place and Space in Collaborative Systems.  In Proceedings of the 1996 ACM 
conference on Computer Supported Cooperative Work 67-76.
Simon, H. A. (1996). The Sciences of the Artificial. MIT Press.
Suchman, L. A. (2007). Human-machine reconfigurations: Plans and situated actions. Cambridge Univ Pr.
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• true story: doctor & patient at checkout

• hypothetical: PDA that allows doc to 
show medical records
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• Modernism: use static elements of 
context (place, userid), and pre-
determined reasoning constructs to 
grant access
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• Postmodernism: context is constructed 
moment-by-moment, meaning that 
critical contextual elements and the 
way users reason about them vary
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• “place” & “context” are not the issue, a 
new, Postmodernist philosophy of 
interaction is

• most work encountered so far in the 
course has been rooted in an opposing 
Modernist philosophy

• presents two interpreted challenges to 
the usable security community
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M o d e r n i s t

environmental 
complexity

model construction, 
meaning-embedding

enabling machines

a priori reasoning 
precedes theory

pre- / machine 
determined behavior

E x a m p l e s

Systems: Grey, Bardram’s hospital 
apps, PeopleFinder, Privacy Bird

Frameworks: end-to-end 
enterprise security frameworks, Aura, 

semantic web & description logics, 
even Dey & Abowd 
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• “place” & “context” are not the issue, a 
new, Postmodernist philosophy of 
interaction is

• most work encountered so far in the 
course has been rooted in an opposing 
Modernist philosophy

• presents two interpreted challenges to 
the usable security community
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• Modernist: place, space, and context are the rich 
environmental resources we can model a priori 
and sample in situ in order to support semi-
intelligent ubiquitous computation

• Postmodernist: place, space, and context 
demonstrate the complexity of human-
constructed behavior in situ that cannot be 
modeled a priori, but must be acknowledged in 
design
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S• to side with the camp you identify with 

now

• to investigate, deeply, the opposing side, 
most of all
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• “place” & “context” are not the issue, a 
new, Postmodernist philosophy of 
interaction is

• most work encountered so far in the 
course has been rooted in an opposing 
Modernist philosophy

• presents two interpreted challenges to 
the usable security community
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• Which camp do you belong to? (or have 
the camps been incorrectly defined?)

• What impact does acknowledging your 
camp have? On design? On evaluation? 
Others?
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• WWMWD?
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Weiser, Mark. Building Invisible Interfaces. Keynote Presentation from UIST 2004. http://www.ubiq.com/hypertext/weiser/UIST94_4up.ps.
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Extra slides
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• What does this mean for social science 
theory? 
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• CS@VT faculty

• M. Arch

• PARC

• design, meaning-making
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“I am currently conducting research on the meaning of cheating in games, the relationship of 
art and computer science, the role of space and place in ICT -- and the the way that ICT 

changes space and place, and creativity in design.“

Thursday, November 5, 2009



• “The internet is a place where people 
who don’t have lives go to read about 
people who do.”

• “Do I think that [Herbert Simon] is a bad 
person? No. Do I think that greatly he 
mislead a heck of a lot of people? You 
bet!”

M
E

E
T

 T
H

E
 A

U
T

H
O

R
S

, 
H

A
R

R
IS

O
N

Thursday, November 5, 2009



• UC, Irvine

• EuroPARC, PhD, Apple, 
PARC
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“My research lies at the intersection of computer science and social science, with a particular 
interest in ubiquitous and mobile computing and the practices surrounding new media.”

Thursday, November 5, 2009



• in his graduate days at EuroPARC, 
romantic rival with Minneman for 
attentions of Victoria Bellotti
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Wittgenstein’s aphorism about games: 


 What is common to them all? - Don’t say: “There must be something common, or they 
would not be called ‘games’” - but look and see whether there is anything common to 
all. - For if you look at them you will not see something that is common to all, but 
similarities, relationships, and a whole series of them at that... To repeat: don’t think, but 
look! 

Writing about these developments in the context of global warming, Bruno Latour noted that "dangerous extremists are using the very same 
argument of social construction to destroy hard-won evidence that could save our lives. Was I wrong to participate in the invention of this field 
known as science studies? Is it enough to say that we did not really mean what we meant?"
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