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2. Problem Description

Our problem space is exploring the use of NLP for 
qualitative research. WHY?:

● Qualitative analysis is a time-consuming act
● We now have no-code/low-code solutions in 

NLP and LLMs achieving accurate results on 
NLP tasks 

The use-case we will be testing it on is a corpus of 
~5750 tweets in 2023 using the keywords “ChatGPT” 
and “Education”
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4.Zero-shot 
Classification

Using Zero-shot 
classification on Tweets

1. Getting tweets
Scraped Twitter for 

Education and ChatGPT 
Tweets

2. PrE-Processing
Various pre-processing 

steps

5. ChatGPT
Using ChatGPT on Subset 

of Tweets

3. Sentence Embeddings

Open-source Transformers library 
from HuggingFace for Embeddings

6. Human Comparison
We compare ChatGPT 
Classification with ZS 

Classification
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The dataset is tweets scraped from 
Twitter using the API. The keywords in the 

search were “education” and “ChatGPT” 
for the time frame starting from 
December 2022 until April 2023
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2. Generating topics For the tweets

Text 
pre-processing

Sentence 
Embedding

Sentence 
Dimension 
Reduction

Clustering

Manual labelling 
of most popular 
nodes

(0.1,,,,,)

We reduce to a five dimensional 
vector.

[0.0343,-0.0957, 0.3469, 0.4834, -0.6582]
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Text 
pre-processing
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Embedding

Sentence 
Dimension 
Reduction

Clustering
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clusters
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Method Evaluation results

Chatgpt Zero-Shot

-1 37.2% 12.2%

0 21% 18.8%

1 41.8% 69%
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● The Zero Shot Classifier Outperformed ChatGPT
● While ChatGPT is easier to use than the ZS Classifier, 

there is a requirement for Prompt Engineering 
● Tweets can be difficult for language models to deal with 

due to the language and characters used in them
● Accuracies of 69% and 41% do not warrant using LLMs, 

but the performances of the ZSL is promising
● Clustering didn’t help too much, so we could have just 

gone through individual tweets

Lessons FRom the analysis
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● Use ChatGPT API
● Explore using GPT-4 for the analysis of tweets and 

classification
● Use better pre-processing of the tweets
● Evaluate a larger subset of the data
● Prompt ChatGPT with the description of the code along 

with the label

Future Work
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