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1.
Match the definition or explanation in the right column by placing the letter beside the most correct term in the left column.

__i__
virtual
a.
sparse state representation so as to minimize context


uniprocessor

switching time

__p__
data link layer
b.
no determinate ordering of events

__l__
unbuffered
c.
term applied to 2 processes that have no common variables


option




d.
holds processes awaiting a change in a state condition

__n__
deadlock


resolution
e.
a construct that supports indeterminancy

__b__
concurrency
f.
eliminates the potential for deadlock

__a__
thread
g.
a state condition in which all processes are blocked

__k__
physical address
h.
requires the recognition of unsafe states


transparency




i.
the desirable user perspective in a distributed system

__q__
inconsistency




j.
transmitting process waits on response completion

__c__
disjoint



k.
one characteristic requirement of remote procedure calls

__f__
process


preemption
l.
data is copied from the buffer of one user process directly to 




the buffer of another user process

__r__
transit




m.
time that next process enters CS minus the time the last

__g__
system deadlock

process exited the CS

__j__
blocking
n.
always requires the abortion of one or more executing




processes

__d__
event queue





o.
a set of concurrent events

__e__
guarded





command
p.
provides services to the network layer in the ISO model

__h__
deadlock
q.
a message received by Pj from Pi that is not shown as sent


avoidance

by Pi



r.
a message sent by Pi to Pj (mij) that does not belong to the




set of messages received by Pj




s.
resource requests by process P are infeasible

(24)
2.
Below is a resource request/allocation graph showing the status of the system of five processes and five resource types.  All resource types are serially reusable under mutual exclusion and only one unit is available for each type.  (Note that the allocation edge extends from the resource boundary in this case.)  Each process represents a site in a distributed system.
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a.
Assume that P3 is making an “AND request” for resource types R1and R5 .  Derive the wait-for graph (WFG) corresponding to this request/allocation graph.










b.
Is deadlock indicated in the WFG (“yes” or “no”)? _YES_   What condition or conditions exist in the WFG that enable you to reach this conclusion?

You have 2 cycles in the WFG:  (P1, P2, P3) and (P1, P3, P4, P5)

The existence of a single cycle under the assumptions of a single unit of each resource type is sufficient for deadlock.

c.
Permitting the “AND request” can cause what kinds of problems to occur in the resolution of deadlock?  Use this example to illustrate how the problem occurs.

The “AND request” by P3 creates 2 cycles that share a single edge (P1(P3).  Breaking this condition is sufficient to eliminate two cycles, but because that information is lacking, a phantom deadlock can exist.  That is, the deadlock detection algorithm would indicate two cycles when only one exists if (P1(P3) edge dependency is removed.

d.
Describe how the problems could be prevented and the effect of doing so on the system operation.

To deal effectively with [phontom deadlock, no other activities for deadlock would be permitted___  the system deadlock detection activities would be “frozen” during deadlock resolution and resumed only after the changes to the aborted process are propagated to the entire system.  Then deadlock detection could identify that prior resolution had eliminated what would have been identified as a deadlock condition.

(20) 3.
The questions below pertain to centralized organization of distributed systems and protocols or algorithms derived from them.  A total of N sites is included in the distributed system.


a.
 Describe the centralized controller approach to management and enforcement of 
mutual exclusion, assuming that one of the N sites would be designated as the 
controller.  Please draw a figure to help with your explanation.




One site of the N sites is designated as the controller and enforcer of mutual exclusion, Central Controller (CC).  Asite, say j, would send a request to enter the CS to the CC.  The CC can take 2 options:  

1. would reply with a negative or an affirmative (the negative is like a “nack” wich indicates the size of the request_queue to allow the requestor to assess the situation) or

2. the simple model which is to reply only when entry to CS is permitted.  The site granted entry releases the CS with a message to the CC.  (3 messages for the simple model






b. 
How many messages are exchanged in order to manage the critical section (CS) 
assignment with the centralized controller approach?  How does that compare with 
the number of messages required by Lamport’s algorithm?

Note the above sketch.  With the simple model three messages are required.  With Lamport’s algorithm 3(N-1) messages are required.


c.
If the event of individual site failure is distributed as a Poisson random variable 
with mean failure rate of 1/120 hours, how does the reliability of the centralized 
organization compare with that of a distributed organization (N sites) using a 
generalized non-token -based algorithm?

For the centralized controller, the number of messages required is 3.  If any of the 3 me3ssages is not completed, management of the CS is not successful.  SO, we shall treat “reliabiolity” above as the Pr{success} on management of the CS, which means handling the request, reply, and release without failure. 

Note:  If the argument were made that only the request set were required and not all N, I would accept it but do not consider it the better model.

This definition is taken for the problem.  Reliability ( Pr{[Success in CS Management]}

Pr{[Success in CS Management]} = 1 - Pr{[Failure in CS Management]}

Pr{[Failure in CS Management]} = Pr{[Failure in Request Phase] ( [Failure in Reply Phase] ( [Failure in Release Phase]}

For Centralized Controller:

Only 2 sites are involved:  the requester and the controller.

Assume that 

1. a failure on any phase is an independent event (at a given site)

2. site failures are independent events

Given that an individual site failure is distributed as a Poisson random variable so that 

Pr{site failure during a phase} =  (e –1/120)/120

Pr[Failure in Request] = Pr[Failure in Reply] = Pr[Failure in Release] 




= 2(e –1/120)/120 = .0165

Pr{[Failure in CS Management]} = 3(0.0165) = 0.0495

(Reliability = Pr{[Success in CS Management]} = 1 – 0.0495 = 0.9505

For Generalized Non-Token Based:

All N sites are involved, but the determination of the component events proceeds in a similar fashion:

Pr{[Failure in CS Management]} = Pr{[Failure in Request Phase] ( [Failure in Reply Phase] ( [Failure in Release Phase]}

Each probability is the same so, 

Pr[Failure in Request] = Pr[Failure in Reply] = Pr[Failure in Release] 




= N(e –1/120)/120

Pr{[Failure in CS Management]} = 3N(e –1/120)/120



= N(e –1/120)/40

(Reliability = Pr{[Success in CS Management]} = 1 – N(e –1/120)/40

For N = 3, Reliability is 0.928

For N = 10, Reliability is 0.752

For N = 2, it’s the same as for the centralized model.

(12) 4.
“Compatibility” is the term describing the degree if interoperability among resources and processes in a system.


a.
Identify the three levels of compatibility that exist in distributed systems, briefly 
describing each level.

Binary is the lowest level with all processors executing the same binary instructions.

Execution level requires that all sites can compile and execute the same source code.

Protocol is the highest level and requires that all sites observe the same protocols in performing the requested tasks.


b.
What effects are created or experienced by differences in the compatibility levels?

Binary forces a very tightly controlled monolithic environment on network sites.  Little flexibility in either hardware or softweare variations from the network-imposed requirements are permitted.  Modernizations are made slowly and external service is difficult.  Protocol level is generally less efficient in computation time, freer in ability to handle growth, more reactive to technology changes or influences.


c.
Identify at least one advantage offered by each level of compatibility when used in 
distributed systems.

Binary is more efficient, less difficult to admin.

Execution level is quicker to react to technology influences and more tolerant of growth.

Protocol is is a compromise between the other 2 that sacrifices less in terms of computational (processing) efficiency and enables a more realistic approach to growth.
(28)  5.
The three processes shown below are communicating for different purposes. In addition to communications for resource (CS) management, data messages are also exchanged among the processes.
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a.

Label every event on the graph and using the Vector Clocks Algorithm determine the clock value for every event shown.  Please list the event with the event time below; else the graph will become excessively cluttered.  Use the value 1 for the first event in each process.

e11: (1,0,0)

e21: (0,1,0)

e31: (0,0,1)

e12: (2,0,0)

e22: (0,2,2)

e32: (0,0,2)

e13: (3,0,2)

e23: (0,3,2)

e33: (0,0,3)

e14: (4,0,2)

e24: (4,4,2)

e34: (0,3,4)

e15: (5,0,2)

e25: (4,5,3)

e35: (5,3,5)

e16: (6,3,6)

e26: (5,6,6)

e36: (5,3,6)

e17: (7,3,6)

e27: (5,7,6)

e37: (7,3,7)

e18: (8,8,6)

e28: (5,8,6)

e38: (7,3,8)

b.

Using the Ricart-Agrawala Algorithm, given on the last page, show the request-queue  contents (time_stampi, process i)  for each event where the contents of the queue changes.









at e13  [(2,3)

At e32  [(2,3)









at e22  [(2,3)







at e13  [

At e36  [







at e22  [

c.

To which process and at what event is the CS allocated?

To Process 3 at e35
d.

 Label each of the cuts shown on the space-time diagram as to whether that cut is: consistent, inconsistent, or strongly consistent.


C1 _strongly consistent______________


C2 _ consistent________________________


C3 _inconsistent_______________________


C4 _inconsistent_______________________
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