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1. This question relates to the execution of MIPS32 instructions on a pipelined datapath, without instruction reordering.

   a) [6 points] Give a specific example of a sequence of MIPS32 assembly instructions that include a data dependency (hazard) that cannot be resolved by forwarding alone.

   \[
   \begin{align*}
   &\text{lw } \texttt{$t0, 0($t1)} \quad \text{must be } \texttt{lw} \\
   &\text{add } \texttt{$t2, $t0, $t1} \quad \text{must read from register lw writes to}
   \end{align*}
   \]

   Every read-after-write hazard where the writer is R-type can be handled by forwarding.

   b) [6 points] Explain precisely why forwarding alone cannot resolve the hazard in the example you stated above. Be precise and refer to the pipeline explicitly in your answer. Feel free to consult the relevant pipeline diagram included with the test.

   The value \texttt{lw} writes to its destination register is not available for forwarding until the \texttt{lw} instruction reaches the end of the MEM stage.

   By then, the \texttt{add} instruction has reached the end of the EX stage, and so forwarding is no longer possible.

2. [10 points] Suppose that an R-type MIPS32 instruction writes to a register that is read by a subsequent MIPS32 instruction. The instructions are executed on the MIPS32 pipeline. What is the minimum number of cycles the second instruction must be behind the first instruction, in order that the dependency between them can be resolved without using forwarding or instruction reordering? Justify your answer carefully.

   No matter what the writing instruction is, it will not complete writing a value into its destination register until it reaches the first half of the WB stage.

   That means the reading instruction (which reads the register during the second half of the ID stage), cannot enter the ID stage before writing instruction enters the WB stage.

   So, the reading instruction must be at least three cycles behind the writing instruction.
### 3. This question relates to resolving MIPS32 data hazards by using instruction reordering.

a) [8 points] Identify all the data hazards in the following sequence of instructions. For each hazard, state the register involved, the writing instruction (by number) and the reading instruction (by number).

```plaintext
add  $t0, $s0, $s1
xor  $t1, $t0, $s2
lw   $s0, -12($a0)
sub  $s5, $s0, $s1
```

<table>
<thead>
<tr>
<th>register</th>
<th>writer</th>
<th>reader</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t0</td>
<td>add</td>
<td>xor</td>
</tr>
<tr>
<td>$s0</td>
<td>lw</td>
<td>sub</td>
</tr>
</tbody>
</table>

b) [8 points] Is it possible to resolve any of the hazards you identified in the previous part by reordering the instructions so that forwarding would be unnecessary? If yes, show how. If not, explain why not.

There are two reorderings. This one eliminates the need to forward from `add` to `xor`:

```plaintext
add  $t0, $s0, $s1
lw   $s0, -12($a0)
sub  $s5, $s0, $s1
xor  $t1, $t0, $s2
```

This one eliminates the need to forward from `lw` to `sub`:

```plaintext
lw   $s0, -12($a0)
add  $t0, $s0, $s1
xor  $t1, $t0, $s2
sub  $s5, $s0, $s1
```

To eliminate forwarding, the reading instruction must be at least 3 cycles behind the writing instruction.
4. This question relates to resolving MIPS32 data hazards by using instruction reordering and stalls.

a) [8 points] Identify all the data hazards in the following sequence of instructions. For each hazard, state the register involved, the writing instruction (by number) and the reading instruction (by number).

```
lw    $t0, 0($s5)
addi  $s5, $s5, 4
add   $t0, $s3, $t0
sw    $t0, 0($s5)
xor   $t3, $t2, $s5
add   $t2, $t3, $t2
```

<table>
<thead>
<tr>
<th>register</th>
<th>writer</th>
<th>reader</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t0</td>
<td>lw</td>
<td>add</td>
</tr>
<tr>
<td>$s5</td>
<td>addi</td>
<td>sw</td>
</tr>
<tr>
<td>$t0</td>
<td>add</td>
<td>sw</td>
</tr>
<tr>
<td>$t3</td>
<td>xor</td>
<td>add</td>
</tr>
</tbody>
</table>

b) [8 points] Is it possible to resolve (with no forwarding) any of the hazards you identified in the previous part by reordering the instructions and/or adding `nop` instructions? If yes, show an efficient way to do so. If not, explain why not.

Again, the reading instruction must be at least 3 cycles behind the writing instruction in order to avoid forwarding. You must also be careful to not reorder instructions in such a way that violates the dependencies between those instructions.

Here is an ordering that eliminates all forwarding, with the insertion of a two `nop` instructions:

```
lw    $t0, 0($s5)
addi  $s5, $s5, 4
nop
add   $t0, $s3, $t0
xor   $t3, $t2, $s5
nop
sw    $t0, 0($s5)
add   $t2, $t3, $t2
```
5. Refer to the diagram of the detailed MIPS32 pipeline without forwarding or hazard detection.

a) [6 points] Consider the control signal MemWrite, which is set in the decode stage of the pipeline. Why is that signal passed forward via the ID/EX and EX/MEM interstage buffers? Be precise.

   The purpose of the interstage buffers is to maintain synchronization between instructions and the data values and control signals as instructions progress through the pipeline stages.

   The MemWrite signal is set when an instruction reaches the ID stage of the pipeline, but that instruction will not need that signal until the instruction reaches the MEM stage two cycles later.

   Passing the MemWrite signal via the interstage buffers guarantees the correct value for MemWrite reaches the MEM stage on the same clock cycle as the instruction it belongs with.

   If we did not do this, the MemWrite signal could reach the data memory unit when a different instruction is in the MEM stage, and that would likely yield incorrect results by storing a value in memory, at who knows what address.

b) [6 points] A hardware engineer proposes moving the ALU Control unit from the execute stage to the decode stage (i.e., one stage earlier). Aside from rerouting the inputs to the ALU Control unit, no other physical changes would be made to the pipeline. If the proposed change were implemented, what effect(s) would you anticipate this to have on pipeline performance, and why? Explain carefully.

   Every circuit component has a latency, the length of time it takes for the circuit to correctly update its outputs after its inputs have changed.

   Moving the ALU Control unit from EX to ID could alter the latency for each stage.

   Without more information, it is impossible to say whether this would increase or decrease the latency of either stage.

   The stage with the greatest latency determines the minimum clock cycle, and that determines the latency of the pipeline itself.

   If the change increased the latency of the stage that already had the greatest latency, that would require increasing the clock cycle, and that would decrease performance.

   If the change decreased the latency of the stage that already had the greatest latency, that would allow us to decrease the clock cycle, and that would improve performance.
6. Refer to the simplified diagram for the MIPS32 pipeline, with forwarding and hazard detection.

a) [6 points] What purpose do the multiplexors to the left of the ALU serve? Why are they necessary for this datapath?

They support the ability to select what values are passed as operands to the ALU.

b) [4 points] Why are there multiplexors for both inputs to the ALU?

Forwarding could target either, or both, operands to the ALU.

c) [4 points] Why do those multiplexors take three data inputs?

There are three possible sources for each operand:

- a value just read from the register file (no forwarding)
- a value forwarded from the EX/MEM interstage buffer, from the instruction 1 cycle ahead
- a value forwarded from the MEM/WB interstage buffer, from the instruction 2 cycles ahead
7. [10 points] A direct-mapped cache unit for a machine that uses 32-bit addresses is designed to have 512 lines, each storing 32 words of data.

Explain carefully how the bits of an address would be used in resolving cache references. Be complete.

There are $2^9$ cache lines, each holding $128$ ($2^7$) bytes of data.

So, we need 7 bits to specify an offset within the line, 9 bits to specify the cache line, and the remaining 16 bits serve as the tag for the cache line.

The bits are parceled out as follows:

<table>
<thead>
<tr>
<th>Tag</th>
<th>Line #</th>
<th>Offset</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>16 15</td>
<td>7 6</td>
</tr>
</tbody>
</table>

8. [10 points] A designer is planning a cache that will store a fixed number of bytes of data. The designer is more concerned about servicing spatial locality than temporal locality. Should she choose to have fewer lines each holding more data, or more lines each holding less data? Justify your conclusion carefully.

If a process exhibits spatial locality, we expect that if data at some address is currently accessed, then data at nearby addresses are likely to be accessed in the near future. The canonical example is the traversal of a row of a matrix (since matrices are stored row-by-row in C).

This argues in favor of having fewer cache lines, each storing more data:

- Once data is loaded into a line, there is a good chance that more (perhaps most) of that data will be accessed soon.
- The primary cost of a cache miss is the time to fetch the required data from memory and place it into the cache; if most of the data in a line will be accessed, once that data is loaded, we will experience greater latency between cache misses.