
CS4414 Issues in Scientific Computing MWF 8:00 McB 233 CRN 15834

Instructor: L. T. Watson, 630 McBryde, 231-7540, ltw@cs.vt.edu

Office Hours: MWF 9:00–10:30, and by appointment.

Text: Fosdick, Jessup, Schauble, and Domik, An Introduction to High-Performance Scientific
Computing, MIT Press, Cambridge, MA, 1996.

Topics Covered: Supercomputing hardware — floating point arithmetic (IEEE 754 Standard),
parallel and vector hardware (System X, SGI Altix, IBM Blue Gene, Cray X1E and XTS), computa-
tional models, network topologies, concurrency/communication tradeoffs; algorithms— B-splines,
nonlinear equations, quasi-Newton methods, homotopy methods, constrained optimization, sparse
iterative methods, approximation theory, genetic and evolutionary methods, cellular automata;
software tools — mathematical libraries, programming languages, Fortran 95, MPI-2, Mathe-
matica, PETSc, TEX, HOMPACK90, problem solving environments, visualization packages.

Grading: Final grade will be comprised from (minor and major) homework assignments (80%)
and a final project (20%).

Midterm Exam: None.

Final Exam: final project due Monday, 16:25, May 8, 2006.

Final Project: The purpose of the project is to give you a serious taste of scientific computing,
by involving as many of the aspects below as are reasonable for the chosen project. Your project
need not incorporate all aspects, but the more the better. The aspects are (1) modelling (deep
understanding of a physical model, reflected in the algorithms and software tools used with the
model), (2) parallel computing (nontrivial use of parallel hardware), (3) numerical algorithms
(well researched choice and serious use of state-of-the-art mathematical software—a subroutine
from Numerical Recipes or a built-in Mathematica function is not sufficient here), (4) presentation
of results (color graphics, animation, live demos).

The project shall be described in a report of length from 3 to 10 pages, including figures
and bibliography, but not including source code or demos. The style should be that of a SIAM
journal article, and good writing (spelling, grammar, punctuation, organization, clarity) is equally
important to good technical content.
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Web references:

Numerical analysis notes and a bibliography are at

http://courses.cs.vt.edu/~cs3414/F05/

For scientific problem solving environments see

http://research.cs.vt.edu/pse/

Cornell Theory Center workshop modules—specific topics in MPI are nicely explained on two
levels of presentation (reference and discussion)—are at

http://www.tc.cornell.edu/Services/Edu/topics/mpi/Basics

MPI Course notes from Edinburgh Parallel Computing Centre are at

http://www.epcc.ed.ac.uk/epic/mpi/notes/mpi-course-epic.book 2.html
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