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What is Data Science?
• Roughly defined: how one can use data to answer questions or guide 

decisions  

• Research areas: 

• Computer Science 

• Machine learning 

• Data mining 

• Statistics



Machine Learning
• Learning: improving with experience at some task 

• Improve over task 

• with respect to some performance measure

• based on some experience 

• Writing computer programs that write computer programs

Learning definition by Tom Mitchell



Rest of Video

• Three machine learning success stories 

• One cautionary tale 

• Machine learning research



Machine Learning Story 1 
Face Detection & Recognition





What Does a Human Face Look Like?







Apple II image from wikipedia.com. 
Eyes added digitally.
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if pixel153 > 128 & pixel154 > 128 & 
   pixel155 > 128 & pixel156 < 64 & 
   sqrt(pixel157) < 82 &  
   log(pixel1132 * pixel1133) > 1  …. 
         then image is a face*

* (not a real face recognition program)
Apple II image from wikipedia.com. 

Eyes added digitally.



https://youtu.be/aTErTqOIkss



Machine Learning Story 2 
Recommender Systems
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Figure from Koren, Bell, Volinksy,  IEEE Computer, 2009



Machine Learning Story 3 
EMBERS: Predicting the News with 

Social Media Data







July 1, 2012 July 3, 2012 July 5, 2012 July 7, 2012

Complaining Planning Dissemination Protest 

This is just beginning ... this 
has not been a democratic 

election 

Let us go to the Mega 
March on July 7 to Zócalo 
Angel on 3: 00 pm. spread 

the word

 Today #tauro do not 
hesitate to raise your voice 
in protest against injustice.

Who comes to march？

tweet volume>500 50<tweet volume<500 0<tweet volume<50 Location of event

event

Figure 1: Twitter predicts a presidential election protest.

(HMM) that characterizes the transitional process
of event development by jointly considering the
time-evolving context and space-time burstiness of
Twitter streams.

• An e↵ective algorithm for model parameter

inference. The model inference is formalized as
the maximization of a posterior that is analytically
tractable. This problem is e↵ectively solved by our
proposed EM-based algorithm.

• A new sequence likelihood calculation

method. To handle the noisy nature of tweet con-
tent, words exclusive to a single event are identified
by a language model that is optimized by a dy-
namic programming algorithm to achieve accurate
sequence likelihood calculation.

• Extensive experimental performance evalua-

tions. The proposed method outperforms existing
methods by 38% and 67% on two di↵erent datasets.
Sensitivity analyses reveals the impact of the pa-
rameters on the new method’s performance.

The rest of this paper is organized as follows. Sec-
tion 2 reviews existing work. Section 3 describes the
proposed generative model and associated parameter
estimation details. Section 4 explains the event fore-
casting function of the proposed model. In Section 5,
extensive experiments to evaluate the performance of
the new model are conducted and analyzed; the work is
summarized and conclusions drawn in Section 6.

2 Related Work

Current researches into the analysis of Twitter-based
social events can be categorized into two main types:
1) event detection; and 2) event forecasting. These are
considered in turn below.

Event detection: A large body of work focuses on
the detection of ongoing events [2, 10, 17, 18, 22]. They
utilize tweets as real-time and ubiquitous social sensors
to promptly discover new events occurring. Methods

based on spatial bursts use a classifier to extract topic-
related tweets and then examine their spatial bursti-
ness, in applications such as detecting earthquakes [17]
and disease outbreaks [18]. Methods based on temporal
bursts detect the temporal patterns of Twitter streams
utilizing techniques such as wavelet analysis [22] or tem-
poral clustering [2]. Spatiotemporal methods aim to de-
tect bursts in both time and space [10]. However, these
event detection approaches can only uncover events af-
ter they have occurred and are unable to forecast fu-
ture events because they all focus on observations that
directly reflect currently occurring events, rather than
precursor indicators that reveal the causes or develop-
ment of future events.

Event forecasting: Most research in this area fo-
cuses on temporal events and ignores the underlying ge-
ographical information. A variety of applications have
been explored, including elections [13, 19], disease out-
breaks [1, 16], stock market movements [3, 4], politics
[11], box o�ce ticket sales [3], the Olympic games [14],
crime [21], and tra�c conditions [7]. These papers can
be categorized into four types based on the complexity
of models utilized: 1) Linear regression model. This
thread maps simple predictive features such as senti-
ment score or tweet volume to the occurrence of future
events [3, 4, 7, 13]; 2) Nonlinear models. This thread
incorporates more informative features such as seman-
tic topics by utilizing methods such as support vector
machines and logistic regression [16, 21]; 3) Time series-
based methods. This thread considers the temporal
correlation of relevant features such as tweet volume
by adopting approaches such as autoregressive model-
ing [1]; and 4) Domain-specific approaches. This thread
is designed to solve particular problems and may not
be applicable to other application domains. For ex-
ample, Pavlysehko [14] applied an association rule ap-
proach to discover the most frequently mentioned play-
ers and hence predict the results of sports tournaments,
while Marchetti-Bowick and Chambers [11] focused on
improving the performance of sentiment analysis related
to political events. As yet, there have been few reports
of work specifically on spatiotemporal event forecast-
ing. Gerber [6] proposed a predictor for spatiotemporal
events by utilizing historical event counts and topics,
but do not consider temporal evolution and dependen-
cies, while Wang et al. [20] developed a model to char-
acterize and predict spatio-temporal criminal incidents,
but their model requires the availability of demographic
information.

This paper proposes a spatiotemporal event fore-
casting method that characterizes the evolutionary pat-
tern of both spatial burstiness and structural contexts.
By modeling geographical priors e↵ectively, our ap-

Figure from Zhao, Chen, Lu, Ramakrishnan, SDM 2015



Three Stories
• Face detection and recognition 

• Recommendation 

• News event prediction 

• But not every use of machine learning is successful…
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it wide open with a simple and elegant mathematical 
formula, one that would become ubiquitous in finance 
worldwide.

For five years, Li’s formula, known as a Gaussian 
copula function, looked like an unambiguously posi-
tive breakthrough, a piece of financial technology that 
allowed hugely complex risks to be modeled with more 
ease and accuracy than ever before. With his brilliant 
spark of mathematical legerdemain, Li made it possible 
for traders to sell vast quantities of new securities, ex-
panding financial markets to unimaginable levels.

His method was adopted by everybody from bond 
investors and Wall Street banks to ratings agencies and 
regulators. And it became so deeply entrenched – and 

ASA Excellence in Statistical Reporting Award

The formula that killed 
Wall Street

In the years before 2008, it was hardly unthinkable 
that a math wizard like David X. Li might someday 
earn a Nobel Prize. After all, financial economists – 
even Wall Street quants – have received the Nobel 
in economics before, and Li’s work on measuring risk 
has had more impact, more quickly, than previous 
Nobel Prize-winning contributions to the field. Today, 
though, as dazed bankers, politicians, regulators, and 
investors survey the wreckage of the biggest financial 
meltdown since the Great Depression, Li is probably 
thankful he still has a job in finance at all. Not that 
his achievement should be dismissed. He took a no-
toriously tough nut – determining correlation, or how 
seemingly disparate events are related – and cracked 

Wall Street in the mid-1980s turned to the quants – brainy financial 
engineers – to invent new ways to boost profits. They and their 
managers, though laziness and greed, built a huge financial bubble 
on foundations that they did not understand. It was a recipe for 
disaster. The journalist Felix Salmon won the American Statistical 
Association’s Excellence in Statistical Reporting Award for 2010. 
We reprint his article, first published as the cover story of Wired 
magazine, because it brilliantly conveys complex statistical concepts 
to non-specialists.

A formula in 
statistics, 

misunderstood 
and misused, has 

devastated the 
global economy

16 february2012
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another – and measuring it is an important 
part of determining how risky mortgage bonds 
are.

Investors like risk, as long as they can 
price it. What they hate is uncertainty – not 
knowing how big the risk is. As a result, bond 
investors and mortgage lenders desperately 
want to be able to measure, model, and price 
correlation. Before quantitative models came 
along, the only time investors were comfort-
able putting their money in mortgage pools 
was when there was no risk whatsoever – in 
other words, when the bonds were guaranteed 
implicitly by the federal government through 
Fannie Mae or Freddie Mac.

Yet during the ‘90s, as global markets 
expanded, there were trillions of new dollars 
waiting to be put to use lending to borrowers 
around the world – not just mortgage seekers 
but also corporations and car buyers and any-
body running a balance on their credit card – if 
only investors could put a number on the cor-
relations between them. The problem is excru-
ciatingly hard, especially when you’re talking 
about thousands of moving parts. Whoever 
solved it would earn the eternal gratitude of 
Wall Street and quite possibly the attention of 
the Nobel committee as well.

To understand the mathematics of cor-
relation better, consider something simple, like 
a kid in an elementary school: Let’s call her 
Alice. The probability that her parents will get 
divorced this year is about 5 percent, the risk 
of her getting head lice is about 5 percent, the 
chance of her seeing a teacher slip on a banana 
peel is about 5 percent, and the likelihood of 
her winning the class spelling bee is about 5 
percent. If investors were trading securities 
based on the chances of those things happen-
ing only to Alice, they would all trade at more 
or less the same price.

But something important happens when 
we start looking at two kids rather than one 
– not just Alice but also the girl she sits next 
to, Britney. If Britney’s parents get divorced, 
what are the chances that Alice’s parents 
will get divorced, too? Still about 5 percent: 
The correlation there is close to zero. But if 
Britney gets head lice, the chance that Alice 
will get head lice is much higher, about 50 
percent – which means the correlation is 
probably up in the 0.5 range. If Britney sees 
a teacher slip on a banana peel, what is the 
chance that Alice will see it, too? Very high 
indeed, since they sit next to each other: It 
could be as much as 95 percent, which means 

the correlation is close to 1. And if Britney 
wins the class spelling bee, the chance of Alice 
winning it is zero, which means the correla-
tion is negative: –1.

If investors were trading securities based 
on the chances of these things happening to 
both Alice and Britney, the prices would be all 
over the place, because the correlations vary so 
much.

But it’s a very inexact science. Just measur-
ing those initial 5 percent probabilities involves 
collecting lots of disparate data points and 
subjecting them to all manner of statistical and 
error analysis. Trying to assess the conditional 
probabilities – the chance that Alice will get 
head lice if Britney gets head lice – is an order 
of magnitude harder, since those data points 
are much rarer. As a result of the scarcity of 
historical data, the errors there are likely to be 
much greater.

In the world of mortgages, it’s harder still. 
What is the chance that any given home will 
decline in value? You can look at the past his-
tory of housing prices to give you an idea, but 
surely the nation’s macroeconomic situation 
also plays an important role. And what is the 
chance that if a home in one state falls in value, 

a similar home in another state will fall in value 
as well?

Enter Li, a star mathematician who grew 
up in rural China in the 1960s. He excelled 
in school and eventually got a master’s degree 
in economics from Nankai University before 
leaving the country to get an MBA from 
Laval University in Quebec. That was fol-
lowed by two more degrees: a master’s in 
actuarial science and a PhD in statistics, both 
from Ontario’s University of Waterloo. In 
1997 he landed at Canadian Imperial Bank of 
Commerce, where his financial career began 
in earnest; he later moved to Barclays Capital 
and by 2004 was charged with rebuilding its 
quantitative analytics team.

Li’s trajectory is typical of the quant era, 
which began in the mid-1980s. Academia 
could never compete with the enormous 
salaries that banks and hedge funds were of-
fering. At the same time, legions of math and 
physics PhDs were required to create, price, 
and arbitrage Wall Street’s ever more complex 
investment structures.

In 2000, while working at JPMorgan 
Chase, Li published a paper in The Journal of 
Fixed Income titled “On default correlation: 

Pr[TA < 1, TB < 1] = φ2(φ–1(FA(1)), φ–1(FB(1)), γ)
The formula that killed so many pension plans: David X. Li's Gaussian copula, as first published 
in 2000. Investors exploited it as a quick – and fatally flawed – way to assess risk. 

Probability

Specifically, this is a joint 
default probability – the 
likelihood that any two 
members of the pool (A and 
B) will both default. It’s 
what investors are looking 
for, and the rest of the for-
mula provides the answer. 

Survival times

The amount of time between 
now and when A and B can be 
expected to default. Li took 
the idea from a concept in 
actuarial science that charts 
what happens to someone’s 
life expectancy when their 
spouse dies.

Equality

A dangerously precise concept, 
since it leaves no room for 
error. Clean equations help 
both quants and their manag-
ers forget that the real world 
contains a surprising amount 
of uncertainty, fuzziness, and 
precariousness.

Copula

This couples (hence the 
Latinate term copula) the 
individual probabilities 
associated with A and B to 
come up with a single num-
ber. Errors here massively 
increase the risk of the 
whole equation blowing up.

Distribution functions

The probabilities of how long 
A and B are likely to survive. 
Since these are not certain-
ties, they can be danger-
ous: Small miscalculations 
may leave you facing much 
more risk than the formula 
indicates.

Gamma

The all-powerful correlation 
parameter, which reduces cor-
relation to a single constant 
– something that should be 
highly improbable, if not 
impossible. This is the magic 
number that made Li’s copula 
function irresistible.



Machine Learning Research



Research Questions

• How do we know if the models we learn are good? Or fair? 

• How do we learn from lots of data efficiently? 

• How do we learn about more complex ideas like natural language, 
social networks, or biology?





@janedoe1: thanks, Obama?

@johnsmith3: haha @janedoe1?
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Many applications have complex structure

that traditional machine learning tools can’t handle.


We need new algorithms and new theory.



0.2: Major(A, M) ⋀ Roommates(A, B)  → Major(B, M) 
2.1: Major(A, M) ⋀ Friends(A, B)  → Major(B, M) 
1.4: Studies(A, C) ⋀ Dept(C, D) → Major(A, D)

Apple II image from wikipedia.com. 
Eyes added digitally.



Course Goals
• Primer on the science and research of machine learning 

• Understand the mathematics and theory behind methods 

• Flipped format 

• Watch lectures online 

• Solve problems, discussion, work on homework in class sessions


