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CNBC Report on ML in Law Enforcement

https://youtu.be/ZMsSc_utZ40

https://youtu.be/ZMsSc_utZ40


Plan
• Different forms and causes of fairness in machine learning 

• Case studies of recent solutions for fairer ML 

• Post processing predictions for equal opportunity 

• Fair representation learning 

• Fixing feedback loops



Types of Fairness, An Incomplete List

• Unawareness 

• Group prediction parity 

• Group error parity 

• Individual counterfactual fairness 

• Envy-free fairness



Unawareness
• Data X = {x1, …, xn} 

• Target Y = {y1, …, yn} 

• Sensitive feature S = {s1, …, sn} 

• Concern that f(x, s) would use s, so only train f(x) 

• Usually fails because some features in x are correlated with s



Group Prediction Parity

• Treat two sub-populations the same 

• Learn f(x, s) such that Es=1[f(x, s)] ≈ Es=0[f(x, s)]  

• Prediction probability has similar statistics for groups with or 
without sensitive feature



Group Error Parity
• Treat two sub-populations equally well 

• Learn f(x, s) such that Es=1[error(f(x, s), y)] ≈ Es=0[error(f(x, s), y)] 

• Prediction error is independent of sensitive feature s 

• Defining error as true-positive rate, we get equal opportunity 

• Individuals who deserve loans are equally likely to be offered





Individual Counterfactual Fairness

• Treat each individual the same regardless of sensitive features 

• Learn f(x, s) such that f(x, s = 0) ≈ f(x, s = 1) 

• Prediction probability is independent of sensitive feature s for each 
individual



Envy-Free Fairness

• In resource allocation, an envy-free assignment is one where each 
individual would not prefer to receive the assignment of another 

• E.g., cake cutting, chore assignments, ad allocation



Causes of Unfairness, An Incomplete List

• ML mimics data from unfair systems 

• Definition of ML tasks is unfair 

• Underrepresentation of minority groups 

• Feedback loops in deployed ML



Data From Unfair Systems

• Academic/professional performance, salary, crime 

• Society is working on making these things more fair 

• Learning to replicate old data could be a step back



Unfair ML Problem Definitions

• Predicting race, gender, native language, income level, criminality, 
religion, sexual orientation 

• Some of these ideas don’t even have clear definitions 

• And they often have little or nothing to do with input data 

• ML will happily learn correlations



Unfairness from Underrepresentation

Illustration by Moritz Hardt (https://medium.com/@mrtz/how-big-
data-is-unfair-9aa544d739de)

https://medium.com/@mrtz/how-big-data-is-unfair-9aa544d739de
https://medium.com/@mrtz/how-big-data-is-unfair-9aa544d739de
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